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In extended Hiickel calculations on transition-metal complexes, self-consistent charge configuration iteration is in most
cases carried out on the central transition metal only. One might ask why this simplification may lead to reasonable results.
For highly symmetric compounds, we can prove that the charge distribution depends on the relative value of the Coulomb
integral ae) = ag/ lap | only. We show that, in the region below a1 = —1, the so-called “d* electrons” are transformed into
“ligand electrons™. In this region, the crystal field model and the angular overlap model break down. Some consequences
of this are discussed. We present results on Cu®, cul and Cul! coordinated by the 4 -4 sub-unit of zeolites.

1. Introduction

Extended Hiickel calculations on transition-metal
complexes are very useful for many applications if
the SCCC (self-consistent charge configuration) proce-
dure [1] is applied. In most of these calculations,
charge iteration is carried out on the central transition
metal only and not on the ligands [1—4]. On applying
this method to very different systems, we have observed
that it would be desirable to have a better understand-
ing of the interdependence of the Coulomb integrals
on the central metal atom and on the ligands. This
need became more pronounced when we applied the
SCCC procedure to some zeolite compounds. We are
interested in zeolites as ligand systems for Cull..0 and
Agl0 metals [5].

The most compact three-dimensional surrounding
for these metals is the 4—4 sub-unit [6] shown in fig.
1. Assuming #(02—)=1.23 A for the radius of oxygen,
the radius of the hole is estimated to be 1.34 A. For
comparison, the diameters of the Cu2*:1.0 and Agl+0
species are 7(Cu?*) =0.72 A, r(Cu*) = 0.96 A, r(Cu?)

=1.35 A, r(Agl) = 1.60 &, r(Ag*) = 1.26 A. This means

that, from these five species, all but Ag0 would fit in
the hole of the ligand. This type of coordination has
not yet been identified. Nevertheless, one would ex-
pect it to be stable. Once the metal jon is in the cage
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Fig. 1. 4—4 sub-unit of a zeolite framework and comparison
of the Cu?*, Cul* and Cu® radii with the opening of the four-
membered oxygen ring, The opening corresponds exactly to
the radius of Cu®. The edges of the 4—4 sub-unit are alterna-
tely occupied by SilV and alll,

it cannot escape unless an Si—O or Al—O bond is bro-
ken or at least stretched.
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2. Relative shift of ligand versus metal orbitals in a
one-electron approximation

The absolute value of the expectation energy of a
molecular orbital is of minor importance in many ap-
plications of one-electron approximations. The orbital

splitting (i.e. the orbital stabilisation and destabilisation

energy [2,7,8]) is of particular importance in order to
get a reasonable behaviour of the frontier molecular
orbitals [9]. One might ask why this problem is very
often reasonably well treated in extended Hiickel cal-
culations with charge iteration on the central metal
atom only. In symmetric complexes with non-conju-
gated ligands, we have found that, in first order, the
orbital splitting depends on the relative Coulomb in-
tegral

ey = g/l |

only. a4 is the Coulomb integral of the metal d orbitals
and o isthe Coulomb integral of those ligand orbitals
which interact with the central atom. To apply our
arguments we shall now study some aspects of mono-
atomic-ligand-to-central-atom interactions in an octa-
hedral complex (table 1).

In the following treatment, s,p mixing is neglected
and we restrict the discussion to t,, and e, orbitals.
The arguments remain the same for the other orbitals.
The metal and ligand orbitals we have to include are
summarized in table 2.5, and Sy, are the group over-
lap integrals of the &g an the t,, orbitals. The problem
to be solved is very 31mple [lf

(i) problem for e,

Qg —€ Bd—ESda=

Bas —€Sq, op —€

Table 2
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Table 1

Coordinates, Coulomb integrals « and atomic orbitals of the
central atom M and of the ligand L [1]. o metal: a,,, o, &

L p> %s? d7
a ligand: ag o

Metal Ligands
[(n+1)s, (n+1)p,nd] a(s, p) 7 (p) n(p)
&, s )ty 214
s a 2a
1g 1
(z2,x% —y%) g 2egg
(xy,xz,yz) thg thg
tig
t2u

(ii) problem for toe

oy —€ Bd"_esd"=0

BdTI'—ESdTT OZL—G

and is the same for the e, and t,, cases. It is important
to remember that this simple form applies only to
non-conjugated ligands. Conjugated ligand systems are
more complex. In the following discussion we use
and S, forboth By, 84, and Sy, S4,- It is convenient
to divide the resulting determinant by |o; | and to in-

troduce o, €rel and f; in the following way:
o =agllagl,  eq=ellogl, B = Bllogl,
O~ € Brei — €reld
el el G _ 0. (1)

Brel — €re1Sc —1 — €

Metal and ligand orbitals for the tye and eg molecular orbitals in an octahedral complex

Representation Metal ligand orbitals
orbitals
o ™
ey d x2—y2 (01 — 09 +03 — 04)/2
d,2 (205 + 205 — 01 — 0 — 03 — 04)/2/3 _
tog dyy (1 +x5+x3+y5)/2
d, (xg +ys + 4 +x6)/2
ey (xy +y2 +y3 +x4)/2
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As in most semi-empirical treatments, we assume that
f is proportional to the overlap integral. It is interest-
ing that, with this assumption, f; depends on o,
only. This is true for the approaches published by
Ballhausen and Gray [10], Cusachs [11], Wolfsberg
and Helmholz [12] and also for the weighted Wolfsberg
—Helmholz formula [13]. The solution of eq. (1) is

+

= (o — 1 — 2B56)/12(1 — 53]

Qpep T 61251 )Uzjl
(0 — 1 — 2B SG)?

€

X [1 + (1 +4(1-S%)

e

The molecular orbitals can be written as

V= Cécbd + C‘iCIDL = Cﬁ [®4 +(Ci/C§) <I>L] . 3
Choosing C% > 0 and introducing

Bret =1SG >

we get

vt =CyfCp = —Sg(f — €8) /(o — €%). 4)
For the abovementioned approximations of 8, these
equations prove that the wavefunction depends only
on the overlap integral and on the relative Coulomb
integral ;.

We can now understand why charge iteration on
the central metal atom only can lead to a reasonable
description of the frontier molecular orbitals. We also
deduce from this result that convergence problems
can arise if oy and a4 are iterated at the same time.
In popular models such as the crystal field model or
the angular overlap model [14], it is assumed that the
so-called d* electrons are localized on the metal atom.
By applying a Mulliken population analysis [15], it is
now easy to show the limits of such an assumption.
The partial gross population is defined as

NGr)=NG) €y, ( Cy, + %‘c Ca, Sr,s, ) , (5)

N(i) is the occupation of the ith orbital and C,-,k and
Ciql are the coefficients of the atomic orbitals 7 and s
on atoms k and L. S, . is the overlap integral. It is con-
venient to put two e’ii‘ctrons in the orbital ¥—. ¥~
corresponds to the orbitals treated in the crystal field
and in the angular overlap description:
N-(M)=2C7(Cy +CLS),

(6)
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Fig. 2 shows the relative orbital energies e_; and
e aswellas N~ (M) and N—(L) versus o for two
different overlap integrals S = 0.05 and 0.3. f; has
been approximated by the Wolfsberg—Helmholz for-
mula [12] with K =1.75: B, = %KS(ozrel —1). From
the result shown in fig. 2 it is obvious that the very
popular idea of the so-called d* electrons being tocal-
ized on the central metal atom breaks down suddenly
as soon as a passes the value —1. As a consequence,
the classical arguments used in transition-metal chem-
istry become wrong in the region o < —1.

In the picture presented in this paper, oxidation
and reduction may cause a change in a;. One has to
be aware of the fact that redox reactions can lead to a
sudden change from “d* electrons” in the HOMO to
“ligand electrons” or vice versa. This situation has
some similarity to the charge jump observed in tau-
tomerism in dithioglyoxal between a pair of thiocar-
bonyl groups and an S—S bond [16], but seems to be
of far greater importance. The cause of the charge
jump described here is different. In dithioglyoxal it is
due to an n,r* orbital crossing and in the present case
it is due to a change of the relative Coulomb integral
0. Such a change in a is the reason for the very
different reactivity of isoelectronic Nill and Co! por-
phine-type complexes [4]. The arguments can be ap-
plied because of the o, separability in these compounds.
A change from o smaller than —1 to a,, larger than
1 seems to occur as well in the reduction of Colll
porphine-type complexes to Co! compounds [4].

3. Model calculations on Cu?*, Cul* and Cu0 in the
zeolite 4—4 sub-unit

Fig. 3 summarizes the most important results from
extended Hiickel calculations on the system shown in
fig. 1. The orbital diagram of the “empty” 4—4 sub-
unit, calculated on the basis of “H;; standard” and
“H; iterated”, is drawn on either side. The Coulomb
parameters for the left diagram have been taken from
ref. [17]. The Coulomb parameters on the right-hand
side have been obtained by a VOIE charge iteration
on all atoms [1] using the parameters published in ref.
[18]. The same Slater exponentials as in ref. [17] have
been used. Interestingly enough, the important quali-
tative features of the molecular orbital diagram for the
4—4 sub-unit is the same for both H;; parameter sets.
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The only important differences are that the levels of on the oxygen atoms. The interaction between the
the hatched occupied frontier orbital region shift to oxygen atoms is very small so that no real band struc-
a significantly higher energy and that the splitting is ture is formed.

somewhat larger. This large hatched region consists We have found that inclusion of d orbitals on Si
ofmore than 40 molecular orbitals which are localized does not change any results discussed in this paper.
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Fig. 2. Orbital energy efélaccording to eq. (2) and partial gross population of ¥~ for N(i) = 2 according to egs. (5) and (6) versus
ape) = og/lay | for two different overlap integrals (S = 0.3 and 0.05).
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Fig. 3. Molecular orbital diagram. The large hatched regions are the occupied frontier orbitals of the 4—4 sub-unit. They consist of
more than 40 orbitals localized mainly on the oxygen atoms. In case of the Cu® complex, the orbital with symmetry a is filled with

one electron.

Therefore, no calculations which include d orbitals
on the Si atoms are reported. It turned out that the
really important parameter is the Coulomb integral
of the oxygen p orbitals. The interaction between the
copper central atom and the 4—4 sub-unit is almost
completely determined by the oxygen atoms. Because
of'this fact, the main features of the molecular orbital
diagram of the copper complex can be interpreted in

the Oy, point group. This means that we can apply the

results reported in section 2 without change. |o; | cor-
responds approximately to Iprl of the oxygen and
&g to Hyy of the copper. We have found that the Hy,4
levels for Cu®, Cul and Cull, calculated by an SCCC
procedure on the copper atom only with the 4, B, C
parameters from ref. [19] ¥, are in each case approxi-
mately equal to —15.3 eV,

* The double-zeta d orbitals for Cu @), Cu(I1) and Cu(lll)
published in ref. [20]. The Slater coefficients for the 4s
and 4p orbitals have been taken from ref. [21].
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This situation is very different from that observed
in Col and Co™ porphine-type complexes [4]. It
means that the molecular orbital diagram shown in fig.
3 is valid for all three oxidation states. As a reference
for the occupation, it is sufficient to know that, in the
case of the CuY complex, the orbital with symmetry a
is filled with one electron. In the non-iterated case,
Q) is approximately —1, which means that we are sit-
uate just in the crossing region of fig. 2.

Therefore, the ligand field picture becomes very
uncertain. It seems doubtful whether the Cul complex
can safely be described as a d10 system and the Cull
complex as a d” system. In the iterated case, o is
about —1.3. Any description which is derived from a
crystal field picture breaks down in this o region.
Although there exists some spectroscopic information
concerning copper zeolite systems [22], we do not
have any valid information that could tell us which of
the two molecular orbital diagrams more reflects the
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electronic structure of this system. What we need is
spectroscopic information on single zeolite crystals.
These crystals are in general not more than a few mi-
crometers in diameter.
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